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LESSON 2: INTRODUCTION TO
MACHINE LEARNING
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Machine Learning: . _______________________________
A subfield of artificial intelligence that uses algorithms
trained on data sets to enable machines to perform
tasks, such as predicting outcomes or classifying
information, without human intervention.

------,

Algorithm:
A set of rules or procedures that instruct a machine on
how to process data and perform specific tasks.

i

Supervised Machine Learning:

A type of machine learning where algorithms are
trained on labeled data sets, including tags describing
each piece of data, to create models used for
prediction and classification purposes.

-------

Unsupervised Machine Learning: Meaning: A type of
machine learning that uses unlabeled data sets to
train algorithms, requiring the algorithm to uncover
patterns on its own without outside guidance.
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machine learning that uses both unlabeled and labeled
data sets, with algorithms first fed a small amount of
labeled data to direct their development and then
larger quantities of unlabeled data to complete the
model.

Reinforcement Learning: A type of machine learning \i
that uses trial and error to train algorithms, with the |
algorithms operating in specific environments and E
receiving feedback following each outcome to i
optimize actions. E

and solve complex problems, often used for tasks like
image and speech recognition.

----------------------------------------------------

Classification: The process of categorizing data into
predefined classes or groups based on specific
characteristics.

ﬁ----l

Data Set: A collection of data used to train machine
learning algorithms, often consisting of examples with
known outcomes or labels.
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Machine Learning: The field of artificial intelligence that involves |
|
the development of algorithms allowing machines to learn from !
data. }
4

\
Optimization: The process of finding the best parameters for a |
: L : |

learner using an optimization technique, often based on an !
evaluation function. }
4

data.

Overfitting: Occurs when a learning algorithm fits the training set
too closely, leading to high variance and low error on the training
set but poor generalization.

- ..

Polynomial Degree: The degree of the polynomial used in the
hypothesis function, crucial in avoiding overfitting.

Training Set: The portion of the data set used to train the machine E
learning model, typically a majority of the data. :
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